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(b) Deterministic Policy Gradient /
SVG(0) / Neurally-Fitted Q-learning
(a) Generative Adversarial Networks [4]  with Continuous Actions [9]

Figure 1: Information structure of GANs and AC methods. Empty circles represent models with a
distinct loss function. Filled circles represent information from the environment. Diamonds repre
sent fixed functions, both deterministic and stochastic. Solid lines represent the flow of information
while dotted lines represent the flow of gradients used by another model. Paths which are analo
gous between the two models are highlighted in red. The dependence of () on future states and the
dependence of future states on 7 are omitted for clarity.




Both GANs and AC can be seen as bilevel or two-time-scale optimization problems, where one
model is optimized with respect to the optimum of another model:

arg min F'(z,y*(z)) (1)

y*(z) = arggneigf(w,y) (2)
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and learn a policy that is optimal for that value function:
T = arg max Esorpo,a0~r[@™ (S0, a0)] (7)

We can express Q™ as the solution to a minimization problem:

Q" = argminEs, o [D(Es,y1,rv,0041 [Tt + 7Q(St41, at41)][|Q (s, ar))] (8)

Where D(-||-) is any divergence that is positive except when the two are equal. Now the actor-critic
problem can be expressed as a bilevel optimization problem as well:

F(Q? ﬂ-) - ]Est,atNﬂ' [D(E8t+1 yTt,Qt+1 [rt + 7Q(3t+1, at+1)]||Q(3ta at))] (9)
_ESONpo,a()NTr [Qﬂ- (307 aO)] (10)

f(Q,m)




