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Q1. (1 mark each) True/False Indicate below, for each statement, whether it is (T)rue or (F)alse. Circle the correct answer.

T / F: Scheduling processes using FCFS minimizes average wait time.

T / F: Threads share the same address space, but have their own stack, SP and PC.

T / F: The properties of a monitor ensure that only one thread can be active inside a monitor at any given moment.

T / F: If no thread is blocked on a particular semaphore, then a signal on that semaphore will be recorded and let the first arriving thread go through a wait() operation on that semaphore.

T / F: Most modern operating systems are single-threaded.

T / F: User-level processes use the system calls interface to request services from the operating system.

T / F: A context-switch is handled entirely in hardware, while the OS just makes sure to change the protection mode.
Q2. (2 marks each) (Conceptual) Explain briefly the following concepts or terms, in the context of this course:

a) Race condition
Answer: Concurrent operations on a shared resource where the outcome depends on the order in which accesses take place, is called a race condition.

b) Non-preemptive scheduling
Answer: Once the CPU has been allocated to a thread, it keeps the CPU until it terminates or blocks.

c) Priority inversion
Answer: Priority inversion happens when a low priority process prevents a high priority process from making progress by holding some resource.

Q3. (13 marks) (Conceptual) Answer the following short questions.

a) (1 mark) Which monitor semantics requires using a while loop to test a condition.
Answer: Mesa semantics.

b) (2 marks) Which critical section requirements does Peterson’s algorithm satisfy?
Answer: mutual exclusion, progress, and bounded waiting (aka no starvation). So all of them are met.
c) (2 marks) What sort of events drive the execution of an operating system? Give a couple of examples of such events.

Answer: Interrupts. Examples: hardware interrupts, system calls, etc.

d) (2 marks) Explain some of the limitations of semaphores in terms of usability. In what type of synchronization scenarios are condition variables preferred over semaphores?

Answer: For example, when we want to block if a complex condition is not satisfied. Using semaphores *correctly* complicates this a lot, because we cannot incorporate a complex condition as part of the P() and V() operations (since semaphores only detect “hitting negatives”). Condition variables are preferable in such cases.

e) (4 marks) Explain how the Bakery algorithm works. Considering the critical section requirements, then:

Are we guaranteed mutual exclusion? Can starvation happen? Explain your rationale for both.

Answer: In the Bakery algorithm, upon entering each customer (thread) gets a number. The customer with the lowest number is served next. We have no guarantee that 2 threads do not get same number. In case of a tie, thread with the lowest id is served first. Thread ids are unique and totally ordered.

i) Mutual exclusion is guaranteed because there is a clear decision on who gets to enter the critical section. Even if two threads get the same number, since thread ids are unique and totally ordered, there is a clear tiebreaker on who goes next.

ii) Can starvation happen? No, the ordered customer numbers ensure that eventually your turn comes.

f) (2 marks) Which of the following process scheduling algorithms: FCFS, SJF, Round-Robin, can cause starvation? Provide supporting arguments for your answer.

Ans: SJF minimizes the average waiting time, by servicing small processes before large ones. As a result, it may penalize processes with high service times. If the ready list is always full, then processes with large service times tend to get starved.
Q4. (6 marks) Synchronization (Reasoning)

At Hogwarts school of magic, all wizards (students and professors) use a social network to establish groups of friends. The code behind this application uses some synchronization, as shown below.

You can assume that a wizard_list is a data type that represents a basic linked list, where each node contains a wizard structure and a next pointer. The list supports the following operations:

- void list_add (wizard_list *l, wizard *w);
- void list_remove (wizard_list *l, wizard *w);
- int wizard_is_in_list (wizard_list *l, wizard *w);

The first operation adds a wizard to a given list. The second removes a wizard from a given list (if the wizard is already in the list). The last operation checks if a wizard is in a given list (returns an integer: 1=yes, 0=no).

The function friend_wizard() is called whenever a wizard wants to befriend another wizard (you can assume the request is always granted). The function defriend_wizard() is called when a wizard wishes to break a friendship with another wizard.

Your task is to decide whether the two functions are correct, or whether one or several problems may arise. Indicate below what your conclusions are, explaining in detail your reasoning. Give examples if necessary.

typedef struct wiz {
    char *name;
    wizard_list *friends;
    pthread_mutex_t *lock;
} wizard;

void friend_wizard(wizard *me, wizard *newfriend) {
    pthread_mutex_lock(me->lock);
    if ( ! wizard_is_in_list(me->friends, newfriend))  {
        list_add(me->friends, newfriend);
        pthread_mutex_lock(newfriend->lock);
        list_add(newfriend->friends, me);
        pthread_mutex_unlock(newfriend->lock);
        printf("%s is now connected to %s\n", 
               me->name, newfriend->name);
        return;
    }
    pthread_mutex_unlock(me->lock);
}

void defriend_wizard(wizard *me, wizard *oldfriend) {
    pthread_mutex_lock(me->lock);
    if ( wizard_is_in_list(me->friends, oldfriend) )  {
        list_remove(me->friends, oldfriend);
        pthread_mutex_lock(oldfriend->lock);
        list_remove(oldfriend->friends, me);
        pthread_mutex_unlock(oldfriend->lock);
        printf("%s is no longer connected to %s\n", 
               me->name, oldfriend->name);
        return;
    }
    pthread_mutex_unlock(me->lock);
}

Problems are: 1) no unlock for early return. 2) even if unlocking for early return, the code can deadlock given that we hold a lock while trying to acquire another one.

3) nothing stopping a wizard from trying to befriend themselves. [1 mark for observing this third, less obvious, problem.]
Q5. (4 marks) Scheduling (Reasoning)
Assume that we have a multi-level queue scheduler, with 2 queues Q0 and Q1, where Q0 is the highest priority queue.
Both queues use a round-robin scheduling algorithm, with a time quantum of 100 nanoseconds. New processes and processes returning from I/O start at the back of Q0 (among these two categories, new processes go first). When a process finishes its time quantum, it gets preempted and placed at the back of the lower queue (unless it is already in Q1, in which case it stays in Q1).

This scheduler is used on a typical Unix machine. A context switch on this machine is typically 2-3 microseconds. Most processes running on this system typically finish after 5 seconds of runtime.

After having a look over this scheduler, Linus Torvalds states that this scheduler will be awful.

a) Why would Linus state this? Do you agree? Explain your answer.

b) If you agree with Linus, how would you improve your scheduler, such that the system remains interactive (all processes make some progress)?

Answer: This scheduler uses a time quantum that is way too small. 100 nanoseconds is much smaller than the context switch time of 2-3 microseconds, which means that most of the time is actually spent in context-switching instead of useful progress. To fix this, we might need to increase the time quantum. For example, we might want to increase it to a few milliseconds. However, we don’t want to increase it too much, so that the system remains interactive. For example, if we increase it to 5 seconds, then we don’t have a round-robin, we have a FCFS basically (given that processes typically finish after 5 seconds of runtime).

Any other problem pointed out (possible starvation or otherwise) may get (very few) partial marks. The problem of the low quantum is the main issue here, and far surpasses any other possible inefficiencies.